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Abstract

Object-centric representations enable autonomous driv-
ing algorithms to reason about interactions between many
independent agents and scene features. Traditionally these
representations have been obtained via supervised learning,
but this decouples perception from the downstream driv-
ing task and could harm generalization. In this work we
adapt a self-supervised object-centric vision model to per-
form object decomposition using only RGB video and the
pose of the vehicle as inputs. We demonstrate that our
method obtains promising results on the Waymo Open per-
ception dataset. While object mask quality lags behind su-
pervised methods or alternatives that use more privileged
information, we find that our model is capable of learn-
ing a representation that fuses multiple camera viewpoints
over time and successfully tracks many vehicles and pedes-
trians in the dataset. Code for our model is available at
https://github.com/wayveai.

1. Introduction

People and robots both operate in environments where
objects - things that tend to behave as single coherent enti-
ties - are a natural organizing principle for perception. Ob-
jects play a central role in human vision. We group fea-
tures into objects [22], describe our surroundings in terms of
them, and seek out semantic labels for ones we’re unfamil-
iar with [4]. When using visual representations for down-
stream tasks such as robotics, object-centric models are
therefore desirable if only because they are easier for peo-
ple to interpret than end-to-end models, which is important
for verifying safety and engendering trust in vision-enabled
systems. More than this, however, object-centric represen-
tations enable a diverse and powerful set of tools for rea-
soning about the world, such as models for physics under-
standing [23], multi-agent prediction and planning [19], and
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causal reasoning [20]. Representations that support these
kinds of models are likely to be crucial for autonomous
driving, where choosing the best action requires reasoning
about many interacting agents as well as physical factors.

Traditionally, object-centric representations have been
obtained by training supervised object detection models and
extracting object properties such as position and velocity
from their predictions. This approach has two major draw-
backs. First, it requires an annotated dataset that matches
the desired detections, which is expensive to obtain at scale
and may introduce unwanted bias. To make the system
work with new kinds of objects or in visually novel situ-
ations, new annotations have to be collected. Not having
enough of the right kind of labeled data can hamper gener-
alization, which promises to be one of the key advantages
of object-centric models [7].

Second, creating object representations from the predic-
tions of supervised vision models introduces a decoupling
between the perception and downstream decision-making
components of the system. For example, should a person
riding a bike be treated as one object or two? What about
two people on a tandem bike? Is it important that they’re
waving at a pedestrian on the sidewalk? What if they’re
making a hand signal for turning? The right answer to these
questions depends on how the information will be used to
make decisions. Ideally, success at using perception for ac-
tion should feed back into improving perception, leverag-
ing the power of end-to-end learning to find better object-
centric features than what can be designed by hand.

These considerations motivate self-supervised object-
centric perception, where the model learns to encode im-
ages into a latent space that divides up relevant informa-
tion about the scene into a number of discrete “slots.” The
contents of these slots can then be decoded into a self-
supervised target such as reconstructing the original RGB
input, as well as for downstream tasks. Various methods
have been reported for encouraging models to encode in-
formation about different objects in separate slots, such as
by using an encoder that has slots compete for attention over
pixels [14] or incentivizing slot disentanglement with a vari-



ational autoencoding loss [10]. However, these methods
have struggled to obtain good results with complex real-
world data. Recently, the algorithm SAVi++ has shown
segmentation on the Waymo Open dataset of real-world
driving videos [12]. However, these results required addi-
tional depth supervision, as well as initializing the slots with
bounding boxes around the desired objects to be tracked for
best performance.

In this work we present a model which uses only RGB
video and information about camera movement to ob-
tain promising self-supervised segmentation results on real-
world driving videos. Camera movement can be readily ob-
tained in an autonomous vehicle setting (for example from
simultaneous localization and mapping (SLAM) or wheel
odometry), requiring no specialized sensors such as lidar.
This makes it a particularly economical form of auxiliary in-
put. Our model learns to segment many vehicles and pedes-
trians from the background and additionally shows consis-
tent tracking of objects over time and across multiple cam-
eras.

2. Related work
Object-centric representation learning in the self-

supervised setting has received increased attention in recent
years. A survey of learning and using these representations
can be found in [7]. Techniques that operate on a single
image work well with very simple synthetic scenes [6, 14],
but for more complex scenes the correct segmentation is
ill-defined. Sequences of multiple images over time and/or
space provide richer information about 3D shape and allow
decomposition of more complex scenes [10, 12, 15]. How-
ever, most approaches have still been demonstrated only on
synthetic datasets, with segmentation of real-world images
remaining an open challenge.

The recent SAVi++ model [3] has shown promising in-
stance segmentation and tracking of vehicles in the real-
world Waymo Open dataset. However, this model requires
ground-truth depth images in addition to RGB image input,
and strong performance additionally requires that bounding
boxes for the objects to be tracked to be provided at test-
time.

Another recent model, STEVE, does not use additional
supervision and presented results on a dataset of real videos
of aquariums and traffic from a fixed overhead camera [16].
However, the fixed background in these videos simplifies
the task. Additionally, the freeway environment in the traf-
fic videos has less variety in background textures and shapes
than driving through different environments including busy
city streets.

The Object Scene Representation Transformer (OSRT)
has a similar architecture to our proposed model, but uses
novel viewpoint synthesis, rather than autoencoding, as the
training task [15]. Although it was originally only demon-

strated on synthetic datasets, recent work has used used
OSRT as the vision backbone in a real-world robotic manip-
ulation task, albeit in a simple environment consisting of a
blank table with a small number of solid-colored shapes [2].

The closest work to ours is SIMONe [10], which uses
variational autoencoding and independent per-slot recon-
struction to learn an object-centric decomposition of image
sequences. To adapt SIMONe for complex real-world driv-
ing videos, we:

1. Provide the ground-truth transform matrix for each in-
put image instead of learning self-supervised “frame
latents,”

2. Change the reconstruction decoder from a unimodal
gaussian distribution to a gaussian mixture distribu-
tion, as described in section 3.3.

Additionally, we experiment with using multiple camera
viewpoints and adding prediction of the future ego-vehicle
pose as an auxiliary training task. This task can be viewed
as behavioral cloning, which is a common technique in end-
to-end autonomous driving [1]. Previous work has demon-
strated the potential of using an object-centric represen-
tation for predictions involving multiple dynamic objects
[23].

3. Approach

For our model architecture, we build on the view-
supervised variant of SIMONe [10]. The goal of the model
is to decompose the scene into a set of K object slots that
encode information about each object in the scene. These
slots are obtained as follows: first, the input X (a sequence
of F images, optionally from multiple camera viewpoints),
is processed in parallel by a standard convolutional neural
network (CNN), resulting in a set of feature patches. The
patches are concatenated with positional embeddings that
encode the position of each patch within its source image, as
well as the time and viewpoint transform matrix associated
with the source image. They then serve as input tokens to a
decoder-only transformer. The output tokens are averaged
across the image dimension. In the original SIMONe model
this dimension corresponds to images from a single camera
captured over several timepoints, but in this work we use
three different camera viewpoints, and the average opera-
tion is over both time and viewpoint. Finally, each token is
decoded via an MLP into m-dimensional vectors zk and σk

that contain, respectively, the predicted mean and variance
of the latent information in a single slot. If the number of
input tokens is different from the desired number of object
slots, an optional spatial pooling operation across the token
features is added halfway through the transformer layers.



Figure 1. An overview of the proposed model architecture. From left to right, a sequence of images (optionally with multiple camera
viewpoints such as front-left, front-forward, and front-right) is encoded into a set of feature patches with a CNN and decomposed into a set
of K slots via a transformer. In the top right, the slots are independently decoded into predicted RGB value distributions for each pixel. In
the bottom right, the slots are pooled and used for auxiliary tasks such as predicting the future trajectory of the ego vehicle. The training
losses described in section 3.1 encourage the model to store information about different objects in each slot.

3.1. Training and losses

In order to encourage the model to store information
about different objects in different slots, during training we
apply three complementary losses. The first is the KL-
divergence between each slot latent vector and a unit normal
distribution, summed over all slots:

LKL(X) =
∑
k

DKL(qk(X)||p(·)) (1)

where X are the input frames, qk(X) =
N (zk(X), σk(X)I) is an m-dimensional normal dis-
tribution with mean and variance predicted by the model
for slot k, and the prior distribution p(·) is a unit spherical
normal distribution. Intuitively, this loss encourages the
model to avoid representing the same object using multiple
slots, as doing so would incur a larger penalty than using
a single slot to represent the object and letting the others
remain closer to the unit normal distribution. This loss
also encourages disentanglement between the features
represented in each dimension of the latent vector.

The second loss is based on the model’s ability to per-
form an object-wise reconstruction task. First, object latent
vectors ok ∼ qk(X) are sampled from the latent distribu-
tion for each slot k. Then, each ok is independently de-
coded into pixel-wise predictions using a spatial broadcast
decoder [21]. To keep the computational and memory re-
quirements of the model manageable, only a random sam-
ple of N pixels is decoded from each input sequence during
training. The per-slot predictions for each pixel parameter-
ize a distribution over possible RGB values, p(x(n)|ok), and
a logit α̂k that (after normalization across slots) represents
the likelihood that slot k represents the pixel. To obtain the
final prediction for each pixel, we take a weighted mixture
of each slot’s predictions:

p(x(n)|o1, ..., oK) =
1

K

∑
k

ᾱk[p(x
(n)|ok)] (2)

ᾱk =
exp(α̂k)∑
k′ exp(α̂k′)

(3)

where the per-slot distributions for pixel x(n) are weighted
by the softmaxed α̂k values. The distribution of p(x(n)|ok)
is discussed in more detail in section 3.3.

The final reconstruction loss is the log probability of the
ground truth RGB values for each pixel under the mixture
distribution:

Lrecon(X) =
−1

N

∑
n

logp(x(n)|o1, ..., oK) (4)

ok ∼ qk(X) (5)

Since the object latent vectors from each slot are decoded
independently, the model is forced to use only information
encoded in a single slot at a time when predicting the RGB
values for each pixel. Therefore, intuitively this loss en-
courages the model to store all of the information it needs
to predict the color of pixel n in a single slot.

Optionally, the learned slot representations can also be
used for auxiliary tasks. In this work, inspired by the close
coupling between objects that matter in the autonomous
driving context and representations that are useful for pre-
dicting good driving actions, we experiment with predict-
ing the future waypoints of the ego vehicle as the auxiliary
task. After the image-wise pooling step, the slot tokens are
passed through two transformer decoder layers, averaged,
and decoded into a series of predicted offsets, ŝ, in the xy-
plane of the ego reference frame via a single-layer MLP. We



then apply the following task loss:

Ltask(x, y) =
∑
t′

||st′ − ŝt′ ||1 (6)

where the summation is over each future time point. We
use 16 future waypoints in the ego reference frame at a fre-
quency of 10 Hz, starting t′0 = 0.1s after the final image
frame.

The final training loss is similar to the negative-ELBO
loss in variational autoencoding [9] with the addition of the
auxiliary task loss:

Ltotal(X) = Lrecon(X) + ωtaskLtask(x, y) + βLKL(X)
(7)

where the β and ωtask hyperparameters balance the differ-
ent loss terms.

3.2. Additional Model outputs

In addition to parameterizing the weighted mixture pixel
distribution, the ᾱk weights serve as per-slot alpha masks
that make it easy to see which pixels are best represented
by each slot. Taking the argmax of this across slots results
in a predicted segmentation of the scene. This segmenta-
tion can aid in model debugging and interpretation. For
example, failing to track a particular vehicle with a mask
indicates that the model is not disentangling that object’s
features from other features in the scene, and therefore is
not independently representing its dynamics.

The object slots or latent vectors may also be decoded
into other outputs besides image reconstruction or way-
point prediction. Other potential downstream tasks could
include video prediction [23], production system models
[5], or action-conditioned world models [18]. Which aux-
iliary tasks improve performance synergistically in end-to-
end robot learning is an exciting open question.

3.3. Slot decoding distribution

The original SIMONe model uses a unimodal normal
distribution for the predicted pixel RGB values p(x(n)|ok).
(Note that throughout this section we refer to an RGB tuple
as a single mode, but in reality the R, G, and B channels are
treated independently.) We find that this distribution causes
the model to over-rely on differences in color when decom-
posing the scene into object slots. This leads to failure cases
such as separately segmenting the body and windshield of
vehicles, and failing to pick out objects with similar colors
to the background. We speculate that this is due to the fact
that around the border of two differently-colored regions of
a single object, the model may be uncertain about which
color to assign a given pixel. To express this uncertainty
with a unimodal color distribution, the model is forced to
assign the different colored regions to different slots, and
use the per-slot α̂k weights to give likelihoods to each color.

For our architecture, we replace the unimodal distribu-
tion in SIMONe with a multi-headed normal distribution to
alleviate this issue. Qualitatively, we find that this leads to
segmentations that better reflect the motion of objects. For
each pixel and each slot k, the decoder outputs H modes
with a predicted mean RGB tuple µ̂(h)

k and α
(h)
k logit which

determines the weight of each mode. (Note that there is ad-
ditionally a separate “global” α̂k logit which controls the
kth slot’s contribution to the total mixture distribution, as
shown in equation 2.) The per-slot distribution is therefore

p(x(n)|ok) ∼
1

H

∑
h

exp(α(h)
k )∑

h′ exp(α(h′)
k )

N (µ̂
(h)
k , σx) (8)

where the variance of the normal distribution, σx, is a hyper-
parameter. When H = 1, this simplifies into the decoding
distribution in SIMONe:

p(x(n)|ok) = N (µ̂k, σx) (9)

In our experiments we use H = 3 and σx = 0.08.

4. Results
We evaluate our approach on the Waymo Open Percep-

tion dataset [17]. We train our model on sequences of 8
frames at 5 Hz, with input images cropped to remove the
sky and resized to a resolution of 96 x 224. The valida-
tion dataset includes approximately 2000 frames with se-
mantic and instance segmentation labels that we leverage to
evaluate our model’s ability to segment and track objects.
Of these frames, we sample 208 sequences, which like the
training data are 8 frames at 5 Hz, and use the front-left,
front-forward, and front-right camera viewpoints for a total
of 24 frames per sequence.

4.1. Qualitative results

We find that our model emergently learns to assign the
same mask to the same parts of the scene across time and
different camera viewpoints, such that the movement of the
masks across time tends to track both dynamic vehicles and
pedestrians and static background features in the scene. An
example of the learned masks for all three camera view-
points is shown in figure 2. Although the learned masks do
not always provide a good shape match for the tracked ob-
jects, they do tend to follow them consistently across mul-
tiple time-steps and camera viewpoints. Examples of track-
ing vehicles and background features are shown in figures 3
and 4, respectively.

Because we provide no supervision for which parts of the
scene the object slots should attend to, the masks provide
an exhaustive partition of the scene. We note that many ele-
ments of the background in this complex real-world dataset
don’t lend themselves to clear object-centric interpretations,
so the correct partition is ambiguous.



Figure 2. Our model partitions the scene between objects in a way
that is consistent across time and multiple camera viewpoints, de-
spite being given no explicit fusion information besides the camera
transformation matrix for each input image. For example, in this
scene note the tree shadows on the pavement in the left camera
image and the orange wall on the right. The segmentation masks
in this figure are derived from the slot with the largest predicted
weight for each pixel.

We additionally find that the waypoint prediction auxil-
iary task learns to predict qualitatively reasonable trajecto-
ries, as shown in figure 5. This suggests that the object-
centric representation is compatible with learning to predict
appropriate driving actions.

4.2. Quantitative results

We compare our model’s performance with the prior
state of the art models [12] in table 1. The SAVi++ mod-
els receive additional depth supervision, and the conditional
version of SAVi++ is additionally initialized with bounding
boxes around the ground-truth objects in the first frame of
the sequence. The SAVi (RGB) model, like ours, does not
receive depth or bounding box supervision.

We report sequence Adjusted Rand Index for Foreground
objects (ARI-F) and centroid tracking. ARI-F is calculated
for all instance labels in the sequence, which for the Waymo
Open dataset include vehicles and pedestrians, but ignores
background objects such as buildings or signs that do not
typically exhibit independent motion. To measure tracking
performance, we use the Center-of-Mass (CoM) distance
metric proposed by [12]. The centroids of ground-truth in-
stances are calculated via the geometric mean of their masks
in each frame, and for the predicted slots via the weighted
geometric mean of each slot’s α mask. Ground-truth in-
stances that make up more than 0.05% of the total per-
camera pixels are matched with the closest predicted cen-
troid via Hungarian matching. We report the distance nor-
malized by the length of the frame diagonal and averaged
across frames and instances.

While our model does not achieve as good center-of-
mass tracking as SAVi++, it approaches its performance
without depth supervision. Our model also significantly
outperforms vanilla SAVi while receiving only camera pose
as an additional input.

Furthermore, our results suggest that learning to pre-
dict the future pose of the ego vehicle is a synergistic task
that does not harm the object-centric scene decomposi-
tion as measured by center-of-mass tracking performance.
When training data is collected from expert drivers, fu-
ture waypoint prediction (also known as behavioral cloning)
is a leading method for picking driving actions in an au-
tonomous driving context [1]. Our results suggest that the
object-centric representation learned by our model may be
usable directly as a vision backbone for AVs.

4.3. Ablations

In table 1 we also report metrics from ablations of our
model. In the no Gaussian mixture condition, the number of
Gaussian modes for the pixel reconstruction distribution is
H=1. In the no viewpoint condition, the transformer patch
positional embeddings and decoder pixel coordinate queries
refer only to the index of the camera (left, front, or right)
and position in the sequence rather than containing the cam-
era transformation matrix. Note that this is not equivalent
to the original SIMONe model because we do not infer sep-
arate “frame latents” to represent the camera viewpoint. In
the no waypoint prediction condition, we do not add the
waypoint prediction auxiliary task. Hyperparameters are
kept constant across models, except for the waypoint pre-
diction condition which uses a slightly higher β (5e-7 vs.
4.5e-7) to ensure that the KL-divergence of the object latent
distribution is similar to the other models.

We find that both removing the viewpoint supervision
and the Gaussian mixture decoding mixture significantly
harm the ARI-F of the model, and there is additionally
a trend towards slightly higher CoM in these conditions.
The waypoint prediction auxiliary task has little effect on
the segmentation metrics, suggesting that the object-centric
representation can be used in end-to-end learning with use-
ful downstream tasks.

4.4. Limitations

While the fusion and tracking properties of our model
suggest that it is learning to capture the movement of objects
in the scene, the quality of the masks still lags behind what
is possible with supervised instance segmentation [8, 13]
and what has been demonstrated with self-supervised learn-
ing on synthetic datasets [10]. Two failure modes exhibited
by our model are “over-segmentation,” where more than one
mask is used to represent the same object, and mask re-
use, where the same slot represents multiple independent
parts of the scene (as can be seen in figure 2). We found



Figure 3. Our model is able to track many vehicles and pedestrians in held-out validation runs from the real-world Waymo Open dataset.
We use Hungarian matching to determine best-fit predicted masks for each ground-truth object as described in section 4.2. In this figure,
the alpha-value of the colored mask pixels is determined by the weight of the mask at each pixel.

Figure 4. Due to its partitioning of the scene, our model tracks background features as well as dynamic objects. Here, three of the masks
from a turning sequence are shown.

Table 1. Object segmentation performance metrics on the Waymo Open dataset. SAVi, SAVi++, and depth-augmented SIMONe metrics
are those reported in [3] and may differ slightly in data-loading methodology. We report the standard error across 3 random seeds.

Model Privileged Information ARI-F ↑ CoM (%) ↓
SAVi (RGB) - - 21.5 ± 1.8

SAVi++ Bounding boxes and depth - 4.4 ± 0.2
SAVi++ (unconditioned) Depth - 6.9 ± 0.5

SIMONe Depth - 7.4 ± 0.2
Ours (no Gaussian mixture) Camera pose 0.193 ± 0.004 10.0 ± 0.3

Ours (no viewpoint) None 0.237 ± 0.003 9.8 ± 0.3
Ours (no waypoint pred.) Camera pose 0.257 ± 0.018 9.9 ± 0.7

Ours Camera pose 0.253 ± 0.009 9.6 ± 0.4

Figure 5. An example of the ground-truth future waypoints (green)
and waypoints predicted by our model (orange). The predictions
are for 1.6s into the future after the last frame in the input se-
quence.

that simply increasing the number of slots available to the
model does not resolve mask re-use and may lead to in-

creased tessellation-type failures, an issue that has been re-
ported in other object-centric models [11, 15]. While in the
self-supervised setting the correct partitioning of the scene
is ambiguous, both of these limitations could be concerning
for the use of object-centric representations in downstream
driving tasks such as planning and scene understanding, and
therefore merit further investigation.

5. Conclusion

Self-supervised object-centric representation learning
approaches have recently shown strong performance on
synthetic datasets with clearly defined objects, but continue
to struggle with complex real-world data with complicated
textures and ambiguous objects. In this paper we have pre-
sented results suggesting that by using camera pose as ad-
ditional input, it is possible to obtain reasonable dynamic,
object-centric representations in the context of RGB driving
video. Since pose estimation, unlike 3D depth sensors, is a
ubiquitous feature of autonomous vehicles, we believe that
our approach is a promising avenue towards scalable and
practical object-centric representation learning in the con-
text of autonomous driving. Furthermore, our results sug-



gest that predicting the future pose of the ego vehicle is a
synergistic task that doesn’t hinder the quality of the learned
representations. This is particularly exciting for end-to-end
driving models because it opens up the possibility of driv-
ing performance and representation learning improving to-
gether in a virtuous cycle while retaining key advantages of
object-centric representations, such as interpretability.

We suspect further improvements to the object segmen-
tation quality are still possible, for example via careful scal-
ing up of model size and a data augmentation strategy (both
of which were important for the performance of SAVi++
[12]). We also note that the size of the Waymo Open per-
ception dataset, containing 480,000 frames across the three
forward-facing cameras, may not be sufficiently large rela-
tive to its complexity for ideal representation learning. The
recent Object Scene Representation Transformer model, in
contrast, was trained on 10M frames of a synthetic dataset
[15].

Finally, we note that the KL-divergence loss in our model
encourages learning disentangled object latent features [9].
Examining these features in more detail is an exciting direc-
tion for future work.

6. Appendix
6.1. Additional architecture details

Hyperparameters for our model are shown in the table 2.
The metrics in table 1 are reported after 2e5 training steps.
We found that minor improvements in segmentation qual-
ity continued after this point, and qualitative figures in the
paper are from a model trained for up to 6e5 steps. The
transformer used for decoding in the waypoint prediction
task used the same hyperparamters as the main model trans-
former, except for 2 layers instead of 6.
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[6] Klaus Greff, Raphaël Lopez Kaufman, Rishabh Kabra, Nick
Watters, Christopher Burgess, Daniel Zoran, Loic Matthey,
Matthew Botvinick, and Alexander Lerchner. Multi-object
representation learning with iterative variational inference.
In International Conference on Machine Learning, pages
2424–2433. PMLR, 2019. 2

[7] Klaus Greff, Sjoerd Van Steenkiste, and Jürgen Schmidhu-
ber. On the binding problem in artificial neural networks.
arXiv preprint arXiv:2012.05208, 2020. 1, 2

[8] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross Gir-
shick. Mask r-cnn. In Proceedings of the IEEE international
conference on computer vision, pages 2961–2969, 2017. 5

[9] Irina Higgins, Loic Matthey, Arka Pal, Christopher Burgess,
Xavier Glorot, Matthew Botvinick, Shakir Mohamed, and
Alexander Lerchner. Beta-vae: Learning basic visual con-
cepts with a constrained variational framework. In Interna-
tional conference on learning representations, 2017. 4, 7

[10] Rishabh Kabra, Daniel Zoran, Goker Erdogan, Loic Matthey,
Antonia Creswell, Matt Botvinick, Alexander Lerchner, and
Chris Burgess. SIMONe: View-Invariant, Temporally-
Abstracted Object Representations via Unsupervised Video
Decomposition. In Advances in Neural Information Process-
ing Systems, volume 34, pages 20146–20159. Curran Asso-
ciates, Inc., 2021. 2, 5

[11] Laurynas Karazija, Iro Laina, and Christian Rupprecht.
Clevrtex: A texture-rich benchmark for unsupervised multi-
object segmentation. arXiv preprint arXiv:2111.10265,
2021. 6

[12] Thomas Kipf, Gamaleldin F. Elsayed, Aravindh Mahen-
dran, Austin Stone, Sara Sabour, Georg Heigold, Rico Jon-
schkowski, Alexey Dosovitskiy, and Klaus Greff. Con-



ditional Object-Centric Learning from Video, Mar. 2022.
arXiv:2111.12594 [cs, stat]. 2, 5, 7

[13] Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao,
Chloe Rolland, Laura Gustafson, Tete Xiao, Spencer White-
head, Alexander C Berg, Wan-Yen Lo, et al. Segment any-
thing. arXiv preprint arXiv:2304.02643, 2023. 5

[14] Francesco Locatello, Dirk Weissenborn, Thomas Un-
terthiner, Aravindh Mahendran, Georg Heigold, Jakob
Uszkoreit, Alexey Dosovitskiy, and Thomas Kipf. Object-
centric learning with slot attention. Advances in Neural In-
formation Processing Systems, 33:11525–11538, 2020. 1,
2

[15] Mehdi SM Sajjadi, Daniel Duckworth, Aravindh Mahen-
dran, Sjoerd van Steenkiste, Filip Pavetic, Mario Lucic,
Leonidas J Guibas, Klaus Greff, and Thomas Kipf. Object
scene representation transformer. Advances in Neural Infor-
mation Processing Systems, 35:9512–9524, 2022. 2, 6, 7

[16] Gautam Singh, Yi-Fu Wu, and Sungjin Ahn. Simple unsu-
pervised object-centric learning for complex and naturalistic
videos. 2022. 2

[17] Pei Sun, Henrik Kretzschmar, Xerxes Dotiwalla, Aurelien
Chouard, Vijaysai Patnaik, Paul Tsui, James Guo, Yin Zhou,
Yuning Chai, Benjamin Caine, Vijay Vasudevan, Wei Han,
Jiquan Ngiam, Hang Zhao, Aleksei Timofeev, Scott Et-
tinger, Maxim Krivokon, Amy Gao, Aditya Joshi, Yu Zhang,
Jonathon Shlens, Zhifeng Chen, and Dragomir Anguelov.
Scalability in perception for autonomous driving: Waymo
open dataset. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR), June
2020. 4

[18] Yanchao Sun, Shuang Ma, Ratnesh Madaan, Rogerio Bon-
atti, Furong Huang, and Ashish Kapoor. SMART: Self-
supervised Multi-task pretrAining with contRol Transform-
ers. Nov. 2022. 4

[19] Jur Van Den Berg, Stephen J Guy, Ming Lin, and Di-
nesh Manocha. Reciprocal n-body collision avoidance.
In Robotics Research: The 14th International Symposium
ISRR, pages 3–19. Springer, 2011. 1

[20] Matthew J Vowels, Necati Cihan Camgoz, and Richard Bow-
den. D’ya like dags? a survey on structure learning and
causal discovery. ACM Computing Surveys, 55(4):1–36,
2022. 1

[21] Nicholas Watters, Loic Matthey, Christopher P Burgess, and
Alexander Lerchner. Spatial broadcast decoder: A simple ar-
chitecture for learning disentangled representations in vaes.
arXiv preprint arXiv:1901.07017, 2019. 3

[22] Jeremy M Wolfe, Keith R Kluender, Dennis M Levi,
Linda M Bartoshuk, Rachel S Herz, Roberta L Klatzky, Su-
san J Lederman, and Daniel M Merfeld. Sensation & per-
ception. Sinauer Sunderland, MA, fourth edition, 2015. 1

[23] Ziyi Wu, Nikita Dvornik, Klaus Greff, Thomas Kipf, and
Animesh Garg. SlotFormer: Unsupervised Visual Dy-
namics Simulation with Object-Centric Models, Jan. 2023.
arXiv:2210.05861 [cs]. 1, 2, 4


	. Introduction
	. Related work
	. Approach
	. Training and losses
	. Additional Model outputs
	. Slot decoding distribution

	. Results
	. Qualitative results
	. Quantitative results
	. Ablations
	. Limitations

	. Conclusion
	. Appendix
	. Additional architecture details


