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Ø Existing method [1,2,3,4] is trained with images captured by only one 
camera, which brings poor results in other camera environments.

Contribution
Ø A generalized monocular 3D object 

detection method trained on a specific 
camera system but can be utilized in 
a variety of camera systems.

Ø Figure out a factor leading performance
degradation in a new camera system
(Camera rotation w.r.t. a road plane) 

Ø Our method achieves the 6-to-10 times
improvements compared to state-of-
the-art methods without training.

Ø We use the existing 3D object detection method [1,2,3,4] to estimate 3D 
object detection and use our 3D object detection method.

Ø Existing model [1,2,3,4] learned with one camera estimates poorly 3D 
object detection in the target camera.

Ø Our method consisted of 3D object center and corners compensation 
estimates properly 3D object detection in the target camera.
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Ø Qualitative results
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Ø Quantitative results:
The performance of 
all existing models 
[1,2,3,4] with our 
method in various 
camera systems 
without additional 
training.
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